

# Introduction to Linear Data Analysis 


#### Abstract

This volume describes the main features of the mathematical model associated with the linear multivariate methods incorporated into ADE-4 software. The main characteristics of statistical computation for one-table analysis are incorporated. ADE-4 is a data analysis package designed for descriptive statistics, which is useful for large data sets to investigate the structure or the organisation of data. Several illustrations of that volume are part of papers from Chessel \& Thioulouse (1990, Auto-modélisation en analyse des données. In : Modélisation confluent des sciences. Brissaud, M., Forsé, M. \& Zighed, A., Eds., Editions du CNRS. Paris. 71-86), Thioulouse et al. (1991, Graphical techniques for multidimensional data analysis. In : Applied Multivariate Analysis in SAR and Environmental Studies. Devillers, J. \& Karcher, W., Eds., Kluwer Academic Publishers. 153-205), Dolédec \& Chessel (1991, Recent developments in linear ordination methods for environmental sciences. Advances in Ecology, India: 1, 133155), and Chevenet et al. (1994, A fuzzy coding approach for the analysis of long-term ecological data. Freshwater Biology : 31, 295-309).
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## 1 - Factorial maps

## 1.1-Coordinate system

Let x and y be a pair of numbers. Making a Cartesian diagram consists of:
(i) drawing two perpendicular straight lines,
(ii) selecting units,
(iii) placing the point using its x -axis and y -axis coordinates.


Figure 1 Cartesian diagram.
One may use two non perpendicular axes and use various units on each axis. In Figure 1, only the first graphic (on the left) is a true Euclidean diagram.


Figure 2 Euclidean diagram (on the right) and corresponding Cartesian diagram (on the left).
Considering any concrete 3D object (e.g., a chapel in Fig. 2), it may be very useful to have a list of characteristic points of the object. The Cartesian diagram using these points allows to interpret the resulting representation of the object. Obviously, the change from the 3D object to the 2D Cartesian diagram involves distortions. Among the various ways to make this change, there is only one, which uses linear algebra, that permits to draw Cartesian diagrams of a more than three dimensions conceptual object. The Euclidean representation is a basic tool for graphical display in the exploratory data analysis.

Consequently, an Euclidean diagram results of any Cartesian diagram of several points by using the vector space properties.

Let $\mathrm{R}^{n}\left(n=1,2, \ldots\right.$, be the set of all n -tuples of real numbers. Let $\mathrm{E}=\mathrm{R}^{3}$. Let $\mathrm{M}=(\mathrm{x}, \mathrm{y}, \mathrm{z})$ be an element of E . The three following elements of E are essential as they form a canonical basis:

$$
\mathrm{I}=(1,0,0) \quad \mathrm{J}=(0,1,0) \quad \mathrm{K}=(0,0,1)
$$

These three vectors are linearly independent. $\underline{0}=(0,0,0)$ is the null vector. To every pair, $M$ and $N$, of vectors in $E$ there corresponds a vector $M+N$, called the sum of $M$ and N in the following way:

$$
\mathrm{M}+\mathrm{N}=(\mathrm{x}, \mathrm{y}, \mathrm{z})+(\mathrm{t}, \mathrm{u}, \mathrm{v})=(\mathrm{x}+\mathrm{t}, \mathrm{y}+\mathrm{u}, \mathrm{z}+\mathrm{v})
$$

To every pair, a and M , where a is a scalar (a real number) and M is a vector in E , there corresponds a vector aM in E called the product of a and M as follows:

$$
a M=a(x, y, z)=(a x, a y, a z)
$$

In the so-called vector space E , all the following properties are satisfied:

$$
\begin{array}{ll}
M+(N+P)=(M+N)+P & M+0=M+(0,0,0)=M \\
M+(-M)=(x, y, z)+(-x,-y,-z)=0 & M+N=N+M \\
a(b M)=(a b) M & (a+b) M=a M+b M \\
a(M+N)=a M+a N & 1 M=M
\end{array}
$$

The vector $\mathrm{M}=(\mathrm{x}, \mathrm{y}, \mathrm{z})$ may be written in the following way:

$$
\mathrm{M}=\mathrm{xI}+\mathrm{yJ}+\mathrm{zK}
$$

Hence, $M$ is a linear combination of the vectors $I$, J, and $K$ using $x, y$ and $z$ coefficients. These $\mathrm{x}, \mathrm{y}$ and z numbers are the coordinates or components of M in the canonical coordinate system. We must now distinguished the element M defined by ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) from a table containing three rows and one column as follows:

$$
\mathbf{M}=\left[\begin{array}{l}
\mathrm{x} \\
\mathrm{y} \\
\mathrm{z}
\end{array}\right]
$$

and the corresponding transposed matrix:

$$
\mathbf{M}^{\prime}=\left[\begin{array}{lll}
\mathrm{x} & \mathrm{y} & \mathrm{z}
\end{array}\right]
$$

because $\mathrm{M}=(\mathrm{x}, \mathrm{y}, \mathrm{z})$ designates the vector and the corresponding table designates one of its possible representation. The following set of 16 elements in E is necessary to make Euclidean diagrams of the chapel as illustrated in Fig. 3:

$$
\left[\begin{array}{ccccccccccccccc}
\text { A } & \text { B C } & \text { D } & \text { E } & \text { F } & \text { G H } & \text { I } & \text { J } & \text { K L L M N O } & \text { P } \\
- & - & - & - & - & - & - & - & - & - & - & - & - & - \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & \mathrm{a} \\
0 \\
0 & 0 & 1 & 3 & 3 & 1 & 0 & 0 & 1 & 1 & 1 & 3 & 3 & 1 & 3 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 2 & 2 & 1 & 1 & 1 & 1 & \mathrm{~b} \\
\hline
\end{array}\right] \quad \text { with } \mathrm{a}=1 / 2 \text { and } \mathrm{b}=\sqrt{3}
$$

This example aims to demonstrate the major purpose of a model as stated by Legay (1973) ${ }^{1}$.

The addition of two points of any concrete object does not make any sense for the concrete object. Hence, the only available property of a model is its usefulness, i.e. what one can make with that model (in our example, the model allows to draw an image of the chapel). Adding points has no concrete meaning, but considering points as linear combinations may be very efficient to have a representation of the concrete object.

## 1.2 - Construction of an orthonormal coordinate system

To every pair M and N of vectors in E there corresponds a real number as follows:

$$
\mathrm{M} \bullet \mathrm{M}=(\mathrm{x}, \mathrm{y}, \mathrm{z}) \bullet(\mathrm{t}, \mathrm{u}, \mathrm{v})=\mathrm{xt}+\mathrm{yu}+\mathrm{zv}
$$

This linear functional is called scalar product and has two properties:
(i) bilinear form
(ii) symmetry

$$
\begin{array}{ll}
\mathrm{M} \bullet(\mathrm{~N}+\mathrm{P})=\mathrm{M} \bullet \mathrm{~N}+\mathrm{M} \bullet \mathrm{P} & \mathrm{M} \bullet(\mathrm{aN})=\mathrm{a}(\mathrm{M} \bullet \mathrm{~N}) \\
(\mathrm{M}+\mathrm{N}) \bullet \mathrm{P}=\mathrm{M} \bullet \mathrm{P}+\mathrm{N} \bullet \mathrm{P} & (\mathrm{aM}) \bullet \mathrm{N}=\mathrm{a}(\mathrm{M} \bullet \mathrm{~N})
\end{array}
$$

$$
\mathrm{M} \bullet \mathrm{~N}=\mathrm{N} \bullet \mathrm{M}
$$



Figure 3 Sixteen points of $E$ are characteristic of a chapel. A is the plane of the front, profile and top views of the chapel. In that case, the 16 points are positioned using three Euclidean diagrams. The grey areas permits to interpret (or to visualise) the chapel. However, the grey areas as well as the hidden areas do not belong to the model and are displayed to facilitate the interpretation of the concrete object.

Furthermore, if $\mathrm{M}=\mathrm{N}$, the scalar product has a positive or null value for the vector $(0,0,0)$ :

$$
\begin{aligned}
& M \bullet M=(x, y, z) \bullet(x, y, z) \\
& M \bullet M=x^{2}+y^{2}+z^{2}
\end{aligned}
$$

The scalar product is said strictly positive. Let $\mathrm{M} \bullet \mathrm{M}=\|\mathrm{M}\|^{2}$. The number $\|\mathrm{M}\|$ is called the norm or the length of the vector M. Let $\|I\|=\|J\|=\|\mathrm{K}\|=1$. The vectors I , J , and K are called unitary vectors.

A very useful property (with important arithmetic, geometric and analytic consequences) is called Cauchy-Schwarz's inequality. For every pair of vectors M et N :

$$
\|\mathrm{M}\|^{2}\|\mathrm{~N}\|^{2} \geq(\mathrm{M} \bullet \mathrm{~N})^{2}
$$

Furthermore, the equation:

$$
\|\mathrm{aM}+\mathrm{N}\|^{2}=\mathrm{a}^{2}\|\mathrm{M}\|^{2}+\|\mathrm{N}\|^{2}+2 \mathrm{aM} \bullet \mathrm{~N} \geq 0
$$

implies that the trinome has a negative or null value proving the Schwarz's inequality. This allows the angle to be defined between vector M and N as equal to $\alpha$ (with $0<\alpha \leq \Pi$ ) so that:

$$
\cos \alpha=\mathrm{M} \bullet \mathrm{~N} /||\mathrm{M}||| | \mathrm{N} \|
$$

Hence, for two orthogonal vectors:

$$
\mathrm{M} \bullet \mathrm{~N}=0
$$

since in that case:

$$
\alpha=\Pi / 2 .
$$

Consequently, three orthogonal-in-pair vectors (I,J,K) in E form an orthogonal coordinate system. If ( $\mathrm{I}, \mathrm{J}, \mathrm{K}$ ) are unitary vectors as follows:

$$
\mathrm{I}=(1,0,0) \mathrm{J}=(0,1,0) \mathrm{K}=(0,0,1)
$$

they form an orthonormal coordinate system. Hence, the vectors (I,J,K) form an orthonormal coordinate system verifying:

$$
\mathrm{I} \bullet \mathrm{~J}=\mathrm{I} \bullet \mathrm{~K}=\mathrm{J} \bullet \mathrm{~K}=0
$$

As a result, making Euclidean representations amounts to finding an orthonormal coordinate system. There are many ways to reach such an objective. Data analysis first relies on the spectral decomposition of a symmetric linear transformation. We are giving a simple concrete procedure in Fig. 4 to illustrate the above remarks. Any point of a sphere centred at the origin, with radius equal to R , may be located by only two angles ( $\alpha$ and $\beta$ ). Let $\mathrm{R}=1$, this results in a unitary vector as follows:

$$
U=(\cos \beta \cos \alpha, \cos \beta \sin \alpha, \sin \beta)
$$

Moreover, the vector:

$$
\mathrm{V}=(-\sin \alpha, \cos \alpha, 0)
$$

is a unitary vector orthogonal to U . The vector:

$$
\mathrm{W}=(-\cos \alpha \sin \beta,-\sin \alpha \sin \beta, \cos \beta)
$$

is a unitary vector orthogonal to U and V . Vectors $\mathrm{U}, \mathrm{V}$, and W form an orthonormal coordinate system, which is said associated to $(\alpha, \beta)$ angles.

The following table is a square matrix that contains the respective coordinates of U , V , and W (as columns) in the canonical coordinate system:

$$
\operatorname{Mat}(\mathrm{U}, \mathrm{~V}, \mathrm{~W})=\mathbf{H}=\left[\begin{array}{ccc}
\cos \beta \cos \alpha & -\sin \alpha & -\cos \alpha \sin \beta \\
\cos \beta \sin \alpha & \cos \alpha & -\sin \alpha \sin \beta \\
\sin \beta & 0 & \cos \beta
\end{array}\right]
$$

## 1.3-Change of basis

The vector $\mathrm{M}=(\mathrm{x}, \mathrm{y}, \mathrm{z})$ may be written in the following way:

$$
\mathrm{M}=\mathrm{xI}+\mathrm{yJ}+\mathrm{zK}
$$

Furthermore, the linear combinations may be calculated as follows:

$$
\cos \beta \cos \alpha \mathrm{U}-\sin \alpha \mathrm{V}-\cos \alpha \sin \beta \mathrm{W}=\mathrm{I}
$$

```
cos}\beta\operatorname{sin}\alpha\textrm{U}+\operatorname{cos}\alpha\textrm{V}-\operatorname{sin}\alpha\operatorname{sin}\beta\textrm{W}=\textrm{J
sin}\beta\textrm{U}+0\textrm{V}+\operatorname{cos}\beta\textrm{W}=\textrm{K
```



Figure 4 Diagram of 9 points belonging to a sphere centred at the origin. Two angles ( $\alpha$ and $\beta$ ) are sufficient to locate a point. The Euclidean representations of the chapel associated to each point, i.e. as if the observer viewed the chapel from that point, are represented in the 9 inset windows that include the corresponding angle measurements. (From ${ }^{2}$ )

Consequently, M may be written as a linear combination of U, V, and W:

$$
\begin{gathered}
M=(x \cos \beta \cos \alpha+y \cos \beta \sin \alpha+z \sin \beta) \mathrm{U}+(-\mathrm{x} \sin \alpha+\mathrm{y} \cos \alpha+\mathrm{z} 0) \mathrm{V} \\
+(-\mathrm{x} \cos \alpha \sin \beta-y \sin \alpha \sin \beta+\mathrm{zcos} \beta) \mathrm{W}
\end{gathered}
$$

These complex calculations are managed by means of matrix calculation. Consequently, the user is supposed to be sufficiently informed about elementary matrix calculations. Let:

$$
\mathrm{M}=a \mathrm{U}+b \mathrm{~V}+c \mathrm{~W}
$$

then:

$$
\left[\begin{array}{l}
\mathrm{a} \\
\mathrm{~b} \\
\mathrm{c}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \beta \cos \alpha & -\sin \alpha & -\cos \alpha \sin \beta \\
\cos \beta \sin \alpha & \cos \alpha & -\sin \alpha \sin \beta \\
\sin \beta & 0 & \cos \beta
\end{array}\right]\left[\begin{array}{l}
x \\
\mathrm{y} \\
\mathrm{z}
\end{array}\right]
$$

The vector M may be written with both the following equations respectively in the canonical coordinate system and in the basis ( $\mathrm{U}, \mathrm{V}, \mathrm{W}$ ):

$$
M=x I+y J+z K \text { with } \mathbf{M}_{\mathbf{1}}=\left[\begin{array}{l}
\mathrm{x}  \tag{1}\\
\mathrm{y} \\
\mathrm{z}
\end{array}\right] \text { and } \mathrm{M}=\mathrm{aU}+\mathrm{bV}+\mathrm{cW} \text { with } \mathbf{M}_{2}=\left[\begin{array}{l}
\mathrm{a} \\
\mathrm{~b} \\
\mathrm{c}
\end{array}\right]
$$

Using the matrix notation, one may write:

$$
\mathbf{M}_{2}=\mathbf{H}^{\prime} \mathbf{M}_{1} \text { and } \mathbf{M}_{1}=\mathbf{H M}_{2}
$$

$\mathbf{H}^{\prime}$ is the transposed matrix of $\mathbf{H}$, which is an orthonormal matrix:

$$
\mathbf{H}^{\prime} \mathbf{H}=\mathbf{H} \mathbf{H}^{\prime}=\mathbf{I}_{3}
$$

with $\mathbf{I}_{\mathbf{3}}$ being the identity matrix that has 3 rows and 3 columns. Consequently, the permanent vector $M$ (in $R^{3}$ ) can be expressed by the matrices noted $\mathbf{M}_{\mathbf{1}}$ and $\mathbf{M}_{\mathbf{2}}$ as supported by equations (1). Therefore, the matrix calculation is a convenient tool that facilitates a change of basis. Note that the same matrix calculations may have a different meaning when used in another context. For instance, let O be a point defined in Fig. 3 as follows:

$$
\mathrm{O}=(1 / 2,3, \sqrt{3})
$$

and let us consider the change of basis associated to $\alpha=30^{\circ}$ and $\beta=60^{\circ}$ angles. Matrix $\mathbf{H}$ is equal to:

$$
\mathbf{H}=\left[\begin{array}{ccc}
0.433 & -0.5 & -0.75 \\
0.25 & 0.866 & -0.433 \\
0.866 & 0 & 0.5
\end{array}\right]
$$

The transposed matrix $\mathbf{H}^{\prime}$ is equal to:

$$
\mathbf{H}^{\prime}=\left[\begin{array}{ccc}
0.433 & 0.25 & -0.866 \\
-0.5 & 0.866 & 0 \\
-0.75 & -0.433 & 0.5
\end{array}\right]
$$

The change of basis from $(\mathrm{I}, \mathrm{J}, \mathrm{K})$ to $(\mathrm{U}, \mathrm{V}, \mathrm{W})$ is as follows:

$$
\mathbf{M}_{2}=\mathbf{H}^{\prime} \mathbf{M}_{1}=\left[\begin{array}{ccc}
0.433 & 0.25 & -0.866 \\
-0.5 & 0.866 & 0 \\
-0.75 & -0.433 & 0.5
\end{array}\right]\left[\begin{array}{c}
0.5 \\
3 \\
1.732
\end{array}\right]=\left[\begin{array}{c}
2.467 \\
2.348 \\
-0.808
\end{array}\right]
$$

Consequently, any point may have its own coordinates in the (U,V,W) coordinate system. Two coordinates may be selected for a Cartesian diagram e.g., the second and the third coordinates equal to ( $2.348,-0.808$ ). Thereby, the 16 points already used in Fig. 3 are situated using an ordinary coordinate system (Fig. 5), i.e. two perpendicular axes and one length unit.

This results in an Euclidean diagram associated to $(\alpha, \beta)$ angles. Furthermore, the vector of ( $\mathrm{I}, \mathrm{J}, \mathrm{K}$ ) basis standing for the points of coordinates $(1,0,0),(0,1,0)$ and $(0,0,1)$ are represented by the same way. One major characteristic of the Euclidean approach lies in that the resulting representation is a new object from which one may draw a new representation, thus referring to the projection theorem.


Figure 5 Cartesian diagram of the 16 points of the chapel resulting from a change of basis. The vectors of the canonical coordinate system are represented by a thick grey line. The insert at the upper right hand corner contains the interpretation of the diagram with grey and hidden areas. Data analysis follows the same procedure and displays the methods of representation on one hand and interpretation on another hand.

## 1.4 - Projection onto a plane

In a vector space, the addition and multiplication by a real number represent major operations that define linear combinations. A Euclidean space (or inner product space), is a vector space provided with an inner product. Let f be a linear transformation associating a vector $M$ of a Euclidean space to a vector $T=f(M)$ of the same Euclidean space. f will be considered as an automorphism, i.e., an isomorphism of a vector space with itself, if the following algebraic operations are true for every pair of vectors $M$ and N in E and for every a in R :

$$
\begin{gathered}
f(\mathrm{M}+\mathrm{N})=\mathrm{f}(\mathrm{M})+\mathrm{f}(\mathrm{~N}) \\
\mathrm{f}(\mathrm{aM})=\mathrm{af}(\mathrm{M})
\end{gathered}
$$

Rotations, symmetry and projections are linear transformations. A linear transformation (automorphism) f is perfectly defined for the values of the coordinate system vectors:

$$
f(M)=f(x I+y J+z K)=x f(I)+y f(J)+z f(K)
$$

If the vectors $f(I), f(J)$ et $f(K)$ are defined in another coordinate system (U,V,W) using the matrix notation as follows:

$$
\mathbf{F}=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

that corresponds to the more complex notation:

$$
\begin{aligned}
& f(I)=a_{11} U+a_{21} V+a_{31} W \\
& f(J)=a_{12} U+a_{22} V+a_{32} W \\
& f(K)=a_{31} U+a_{32} V+a_{33} W
\end{aligned}
$$

then $T=f(M)=a U+b V+c W$ results in the following matrix operation:

$$
\left[\begin{array}{l}
\mathrm{a} \\
\mathrm{~b} \\
\mathrm{c}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{l}
\mathrm{x} \\
\mathrm{y} \\
z
\end{array}\right]
$$

T is defined in the ( $\mathrm{U}, \mathrm{V}, \mathrm{W}$ ) coordinate system and M is defined in the ( $\mathrm{I}, \mathrm{J}, \mathrm{K}$ ) coordinate system. Matrix $\mathbf{F}$ is the so-called f linear transformation matrix from the source coordinate system $\mathrm{b}_{1}=(\mathrm{I}, \mathrm{J}, \mathrm{K})$ to the destination coordinate system $\mathrm{b}_{2}=(\mathrm{U}, \mathrm{V}, \mathrm{W})$. Consequently, in the previous paragraph, $\mathbf{H}^{\prime}$ was the matrix of the identity linear transformation that associates M to M from $\mathrm{b}_{1}$ to $\mathrm{b}_{2}$, whereas H was the matrix of the identity linear transformation that associates M to M from $\mathrm{b}_{2}$ to $\mathrm{b}_{1}$. Change of basis, amount to the use of the simple identity linear transformation.

Note that the matrix of identity is the identity matrix only if the two bases are similar.

Let now f be a linear transformation that associates $\mathrm{T}=\mathrm{f}(\mathrm{m})$ to m defined in $\mathrm{b}_{2}$ as follows:

$$
\begin{gathered}
\mathrm{M}=\mathrm{aU}+\mathrm{bV}+\mathrm{cW} \\
\text { and } \mathrm{T}=\mathrm{f}(\mathrm{M})=0 \mathrm{U}+\mathrm{bV}+\mathrm{cW}=\mathrm{bV}+\mathrm{cW}
\end{gathered}
$$

Such a linear transformation simply cancels the first coordinates in $b_{2}$. A new execution has no effect:

$$
f(f(\mathrm{M}))=\mathrm{f}(\mathrm{M})
$$

We say f is a projection operator. Furthermore, the scalar product between the vector $f(M)$ and the vector $M-f(M)$ is equal to 0 since the coordinate system is orthornormal:

$$
(b V+c W) \bullet(a U+b V+c W-b V-c W)=a b(U \bullet V)+a c(U \bullet W)=0
$$

Furthermore, in the plane defined by M and $\mathrm{f}(\mathrm{M})$, we have the relation illustrated in Fig. 6.


Figure 6 Linear projection transformation.
As a result, we say f is an orthogonal projection operator. All the representations resulting from the projection operator are linear combination of V and $\mathrm{W}(\mathrm{bV}+\mathrm{cW})$, i.e. they belong to the plane defined by V and W .

Moreover, all the vectors of the plane are their own images. Hence, $f$ is the orthogonal projection operator on plane ( $\mathrm{V}, \mathrm{W}$ ). As a result, the Euclidean diagram of an object is nothing but a representation of the object on the plane on which it is projected (when this plane is the sheet of paper). The projected points themselves form a new object, which is a flat object that may be visualised at any angle. An example of such an operation is given in Fig. 7. Each point of the chapel ( $\mathrm{A}, \mathrm{B}, \ldots, \mathrm{P}$ ) is projected onto plane
(V,W) using $\left(25^{\circ}, 60^{\circ}\right)$ angles. Then, the chapel and the projected chapel are represented by means of a projection on plane ( $\mathrm{V}, \mathrm{W}$ ) using ( $135^{\circ}, 45^{\circ}$ ) angles. As a result, the projection of an object associated with a change of basis makes a convenient geometric initiation to data reconstitution (modelling).


Figure 7 One Euclidean representation of the object characterised by 16 points $(A, B, \ldots, P)$ viewed with $\left(135^{\circ}, 45^{\circ}\right)$ angles and one Euclidean representation $(a, b, \ldots, p)$ viewed with $\left(25^{\circ}, 60^{\circ}\right)$ angles, i.e. projection of the 16 points on the plane (grey area) perpendicular to $\left(25^{\circ}, 60^{\circ}\right)$ angles. The projection involves distortions in the resulting graphics because the multiplication of two projection operators is generally not equal to one projection operator. In the insert, the grey tint plane is brought back onto the sheet of paper resulting in the Euclidean representation associated to $\left(25^{\circ}, 60^{\circ}\right)$ angles. This representation is a new object having its own representation. This operation, resulting in the representation of a representation, is essential for data reconstitution.

## 2 - Data modelling

Pearson (1901) ${ }^{3}$ first searched for a projected plane that minimises the residual sum of squares. This option made the basis of the so-called factorial analysis strategy. Furthermore, substituting predicted data (more simple) to the observed one was the first objective of multidimensional statistics and resulted in simulating procedures (data modelling theory ${ }^{4}$ ). The resulting model considered as an instrument is an exploratory tool of data and consequently data analysis is a modelling technique. When accepted, that basic notion ${ }^{5}$ invalidates every quarrel between trends in statistics. Its own identity and its interest, lies in that the properties of the model arise from the data themselves ${ }^{6}$.

## 2.1 - Data, models and residuals

The principle of auto modelling is illustrated in Fig. 8. A number of $p$ variables are measured on $n$ individuals (sampling units), resulting in $n$ points $\mathrm{M}_{\mathrm{i}}(1 \leq \mathrm{i} \leq \mathrm{n})$ in $\mathrm{R}^{p}$. Each point is projected onto a subspace (reduced dimensions) resulting in the following decomposition:

$$
\mathrm{x}_{\mathrm{ij}}=\mathrm{m}_{\mathrm{ij}}+\mathrm{r}_{\mathrm{ij}}(\text { data }=\text { model }+ \text { residuals })
$$

using $\mathrm{x}_{\mathrm{ij}}$ as a measurement of the jth variable on the ith individual (sampling unit), $\mathrm{m}_{\mathrm{ij}}$ as the corresponding coordinate of the projected point and $r_{i j}$ as the difference between $\mathrm{x}_{\mathrm{ij}}$ and $\mathrm{m}_{\mathrm{ij}}$.


Figure 8 Projection (geometric operation) and modelling (numerical operation) have the same nature. In this example, three variables were sampled on four occasions at six sites resulting in 24 points of $R^{3}$. Plane ( $A, B, C, D$ ) has the maximum inertia (variability). In front view, $(A, B, C, D)$ is a factorial map. In profile view, one may visualise the residuals of the projection. The observed data and the resulting model are points in $R^{3}$. The residuals are vectors (thick lines for projections). Hence, maximising variability on the projection plane is equivalent to minimising the residuals around the projection plane.

As a result, classical data analysis methods differ by three ways:
(i) the weight of points;
(ii) the metrics (how the distances are measured between individuals or sampling units) used in $\mathrm{R}^{p}$;
and (iii) the initial transformation of data (e.g., centring, normalising, variable changes).

A further diagonalization generates an orthonormal coordinate system (axes). The change into that basis generates Euclidean representation (factorial maps). The return back to the canonical coordinate system after projection results in model and residual displays. Borne with the inferential statistics ${ }^{7}$, this geometric approach was clearly stated by Bartlett (1934) ${ }^{8}$.

These authors considered at first $p$ points in $\mathrm{R}^{n}$ whereas Pearson (op. cit.) considered $n$ points in $\mathrm{R}^{p}$. The duality diagram of French tradition has made a synthesis of the two statements. This geometric approach, we say without explicit hypothesis, confers the same status to the model and to the residuals.

Hence, let $m_{k}(\mathrm{i}, \mathrm{j})$ be the j th coordinate in the canonical coordinate system of the projection of the kth principal axis of the ith point, we have the following relation:

$$
\mathrm{x}_{\mathrm{ij}}=\sum_{\mathrm{k}=1, \mathrm{r}_{0}} \mathrm{~m}_{\mathrm{k}}(\mathrm{i}, \mathrm{j})+\sum_{\mathrm{k}=\mathrm{r}_{0}, \mathrm{r}_{1}} \mathrm{~m}_{\mathrm{k}}(\mathrm{i}, \mathrm{j})+\sum_{\mathrm{k}=\mathrm{r}_{0}, \mathrm{p}} \mathrm{~m}_{\mathrm{k}}(\mathrm{i}, \mathrm{j})
$$

which corresponds to the following equation:

$$
\text { data }=\text { model }+?+\text { residuals }
$$

The question mark (?) may be integrated either into the model or into the residuals. Inertia analysis checks this plasticity resulting in a better data scrutiny but also involving difficulties. Such a property can be used in principal components analysis (PCA) as illustrated in Fig. 9.

Let $\mathrm{x}_{\mathrm{ij}}$ be the normalised value of the j th variable and let $\mathrm{M}_{\mathrm{i}}(1 \leq \mathrm{i} \leq \mathrm{n})$ form the chronological sampling. The model using the first principal axis is as follows:

$$
\mathrm{x}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{i}} \mathrm{~b}_{\mathrm{j}}+\mathrm{r}_{\mathrm{ij}}
$$

It permits to place on each observed data curve, the unique curve $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ apart from scale coefficient $\beta_{\mathrm{j}}$. The residual sum of squares is minimum. Several axes may be progressively incorporated as illustrated in Fig. 10.


Figure 9 Modelling data after principal components analysis (PCA). One can view simultaneously the chronically sampled data (bars) and the best model defined by the first axis of PCA (thick lines). This model is adjusted to a number of variables (scales common to all windows, [0,400] days for $x$-axis, and $[-3,+3]$ normalised values as $y$-axis).







Figure 10 Graphical representation of a PCA. Reconstitution of variables 6 (transparency) and 14 (particulate organic matter) by means of the four first axes. Data are represented by a thin line. Models are represented by a thick line. The progress made using graphical methods involves slight modifications in statistics, especially for the statistical methods that allow to interpret numerical information.

## 2.2 - Implicit models vs. trivial models

In practise, data analysis is considered as data modelling only by mathematicians, whom are not the majority among program users. This involves some confusion because numerical data often embody obvious characteristics (e.g., temperature is high in summer and low in winter). Such trivial effects may be eliminated. For a table of $n$ rows and $p$ columns, let t be the trivial effect as follows:

$$
\mathrm{x}_{\mathrm{ij}}=\mathrm{t}_{\mathrm{ij}}+\left(\mathrm{x}_{\mathrm{ij}}-\mathrm{t}_{\mathrm{ij}}\right) \text { with }
$$

| $\mathbf{t i j}^{\mathbf{j}}$ | estimate | associated method |
| :---: | :---: | :---: |
| $\mathrm{t}_{\mathrm{ij}}=0$ | no | non centred PCA |
| $\mathrm{t}_{\mathrm{ij}}=$ constant | $\overline{\mathrm{x}}$ global mean | only one centring PCA |
| $\mathrm{t}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{i}}$ | $\overline{\mathrm{x}}_{\mathrm{i}}$ mean by row | centred by row PCA or Q mode |
| $\mathrm{t}_{\mathrm{ij}}=\mathrm{b}_{\mathrm{j}}$ | $\overline{\mathrm{x}}_{\mathrm{j}}$ mean by column | centred by column PCA or R mode |
| $\mathrm{t}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{i}}+\mathrm{b}_{\mathrm{j}}$ | $\overline{\mathrm{x}}_{\mathrm{i}}+\overline{\mathrm{x}}_{\mathrm{j}}-\overline{\mathrm{x}}$ | double centred PCA |
| $\mathrm{t}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ | $\overline{\mathrm{x}}_{\mathrm{i}} \overline{\mathrm{x}}_{\mathrm{j}} / \overline{\mathrm{x}}$ | COA (non uniform weights) |
| $\mathrm{t}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ | using diagonalization the first axis (uniform weight) | non centred PCA with deletion of |

The combination between the part inherent to data (trivial effect) and the part selected from the analysis (modelling) may generate the following values:

$$
\begin{gathered}
x_{i j}=\sum_{k=1, m} a_{i j} b_{j k}+r_{i j} \text { from a non centred } \text { PCA }^{9} \\
x_{i j}=\mu+\rho_{i}+\gamma_{i}+Q_{i} \gamma_{j}+r_{i j} \text { from the first axis of a double centred } \text { PCA }^{10} .
\end{gathered}
$$

As a consequence, for several users, multivariate methods can show evidence because the same technique may either eliminate a trivial effect (residual study) or by contrast take such a trivial effect into consideration (to simplify the data). Generally, there are not many options in data analysis programs already diffused. Moreover, these options are often implicit. For example, a COA program does not ask any question and imposed a multiplicative double centring without notice. The illustration in Figure 1.11 demonstrates that doing so an essential part of the information may be removed. It is also true that open programs (with many options) makes the user doubt about the relevant selection. These remarks about trivial effects allow us to consider multivariate methods processed after the modelling ${ }^{11}$.

Furthermore, one may generalise the processes in considering the parametric model m of a given table (row modelling, column modelling or global modelling) and in analysing the table having the following $\mathrm{y}_{\mathrm{ij}}$ values:

$$
y_{i j}=x_{i j}-m_{i j}
$$

Such an analysis reveals a second type of parameters of the model according to the residuals generated by the model.

This strategy was initiated by Escofier (1983a) ${ }^{12}$, (1984) ${ }^{13}$. Furthermore, if the model is derived from a Euclidean approach, this strategy is connected to instrumental variable analyses ${ }^{14,15}$. Hence, it is possible:
(i) to generate numerical simulation acting as models. Developments in multiple table analysis ${ }^{16}$ allow to take into consideration a number of dimensions as follows:

$$
\mathrm{x}_{\mathrm{ijk}}=\sum_{1, \mathrm{~m}, \mathrm{n}} \alpha_{\mathrm{il}} \beta_{\mathrm{jm}} \gamma_{\mathrm{kn}}+\mathrm{r}_{\mathrm{ijk}}
$$

(ii) to study the residual structure from a simple model (trivial structure) or a more sophisticated one (functional structure).
(iii) to initiate numerical simulation followed by the modelling of residuals:

$$
\mathrm{x}_{\mathrm{ij}}=\beta_{j}\left(\sum_{\mathrm{k}=1, \mathrm{r}_{\mathrm{j}}} \alpha_{\mathrm{k}} y_{\mathrm{jik}}\right)+\mathrm{r}_{\mathrm{ij}} \text { and } \mathrm{r}_{\mathrm{ij}}=\sum_{\mathrm{l}=1, \mathrm{~m}} \gamma \mathrm{i} l \delta_{\mathrm{jl}}+\mathrm{s}_{\mathrm{ij}}
$$

as in PCA on instrumental variables viewed as a simultaneous multiple regression.


Figure 11 Example of implicit modelling in multivariate analysis programs. Twenty seven fish species (a,b, ..., + ) were sampled on the Doubs river in 35 locations (01, ..., 35). The table was processed with PCA and with COA. The centred PCA of the table takes into consideration the richness and the abundance of the fish populations from the upper reaches to the downstream reaches. These two parameters decrease abruptly between station 27 and 28 because of a pollution effect. The river has its quality restored from stations 30 to 35 . The pollution effect is automatically removed in correspondence analysis (COA) by the double centring. This example demonstrates that using the same technique it is possible to remove either a sampling device (e.g., heterogeneity in sampling intensity resulting in abundance variations among samples) or a very important part of the data (e.g., environmental perturbation resulting in abundance variations among samples). Data from Verneaux (1973) ${ }^{17}$ (modified from Dolédec \& Chessel (1991) ${ }^{18}$ ). Fish species are identified as follows: a: Sculpin, b: Trout, c: Minnow, d: Stone Loach, e: Grayling, f: Blageon, g: Nase, h: Southwest European Nase, i: Dace, j: Chub, k: Barbel, l: Stream bleak, m: Gudjeon, n: Pike, o: Perch, p: Bitterling, q: Pumpkinseed, r: Rudd, s: Carp, t: Tench, u: Bream , v: Black Bullhead, w: Ruff, x: Roach, y: White Bream, z: Bleak, +: Eel.

Between-groups and within-groups analyses ${ }^{19,20}$ and the analyses of projected subspaces such as partial canonical correspondence analysis ${ }^{21}$ and internal correspondence analysis ${ }^{22}$ rely on this approach.

## 3 - Coding

Using a classical program, one "cannot see the forest for the trees". In another way, we believe that data analysis is a methodological tool enabling various practises. After, the use of scores for factorial maps and data reconstitution, the third major idea is coding.

Geometrically, we use vectors, i.e. points in $\mathrm{R}^{k}$. Let y be a vector expressed in the canonical coordinate system or in another coordinate system, i.e. let y be the list of its coordinates $\mathrm{y}(1), \mathrm{y}(2), \ldots, \mathrm{y}(\mathrm{k})$. These k coordinates are k numbers or a code using k elements. One may use this code as any other measurement series, e.g., for making histograms, curves, or any representation, for calculating the mean. Hence, to select one representation among the various possibilities, one must define optimal properties of a given representation. Here are three examples.

## 3.1 - Observed data

One may transform quantitative variables into categories by grouping the sampling units. The inverse transformation is also possible by calculating a numerical code for categories. Data analysis makes optimal codes by maximising quadratic forms. For example, the codes of rows and columns of a contingency table maximising the correlation are the result of the first scores in correspondence analysis ${ }^{23}$.


Figure 12 The age (from 1 year old to 8 years old and upper) and the number of kitten produced for the whole year, 1 or 2 (1.5), 3 or 4 (3.5), ..., 13 or 14 (13.5) were recorder for 350 cat females. The elementary bivariate plot (A: square surfaces proportional to the number of observations), the regression curve ( $A$ : correlation ratio equal to 0.089), and the regression straight line $\left(A: R^{2}=0.073\right)$ make the descriptive statistics giving information about the relationship between the age and the number of kitten. COA of the contingency table results in recoding rows and columns of the table by maximising the observed correlation so as to make a linear connection ( $B$ ) between row codes and column codes ${ }^{24}$. Five categories of ages (1, 2, 3, 4 to 6,7 and upper) and two categories of fertility ( 1 to 6,7 to 14) are displayed. The correlation ratio, $R^{2}$ and the first eigenvalue is equal to 0.114. As a result, coding elements using Euclidean methods is a way to take into consideration non linear relationships. Data from Legay and Pontier (1985) ${ }^{25}$.

Thereby, the scores resulting from a multivariate analysis may be better for interpretation than the observed data, i.e. the exchange from a quantitative measurement
to a categorical measurement and from a categorical measurement to a numerical code give much more experimental meaning to the studied data, as shown in Fig. 12.


Figure 13 Quantitative modelling of an ecological structure (ecotone). Data from Tatibouet, F., Chessel, D., Broyer, J. \& Lebreton, J.D. (1980) Etude des peuplements d'oiseaux nicheurs de la zone urbaine de Lyon. Rapport final du Contrat Ecologie urbaine n ${ }^{\circ}$ 237-01-78-00314. Ministère de l'Environnement. 106-156..

By the way, multiple correspondence analysis (MCA) (see a synthesis in Tenenhaus \& Young (1985) ${ }^{26}$ ) and derived analyses are supported by such a principle.

## 3.2 - Qualitative models

One major characteristic of ecological systems (space dispersion, species association, species-environment relationships) lies in the diversity corresponding to the great variety of living organisms. Such a variety suggests that we need some freedom for modelling.

Any unexpected representation of an ecological structure, i.e., a representation that does not belong to a pre-established kind must be integrated into the modelling. Euclidean methodology is one way to find such discursive models. The above idea is at the basis of biometry ${ }^{27}$, and at the basis of data analysis ${ }^{28}$.

An example is given in Fig. 13. Forty bird species (listed on the right) were counted in 51 samples by means of listening points. These samples were distributed on a transect beginning in a rural area, crossing district boroughs, reaching the town centre, and further extending to open rural area located at the south of the town. Each speciessample correspondences (different from 0) is placed on a factorial map by the corresponding sum of COA row and column scores, total variability being equal to $1^{29}$.

Each species is represented by an inertia ellipse standing for its habitat amplitude (top of Fig. 13). Each sample is treated in the same way by expressing taxa diversity found in samples (bottom of Fig. 13). The centres of ellipses are nothing but the classical factorial map. Axis 1 is interpreted as a gradient from the town to the rural area and axis 2 discriminates the open and close area that greatly influence bird distribution. Comparing the two maps allows a statement of the hardly quantifiable ecotone concept,. As a result, there are two kinds of samples (urban/rural) and a marked boundary between the groups of samples. That interface is at the mean dispersion of a number of species. Consequently, one may found the greatest diversity at the interface. Such a practise considering COA as a canonical analysis is not widespread.

## 3.3 - Neighbourhood structures

Lebart (1969) ${ }^{30}$, (1984) ${ }^{31}$ initiated neighbourhood graphs in data analysis. The diagonalization of an automorphism (Fig. 14) generates reference codes (eigenvectors) only depending on the selected relationship.

These scores can be used as independent variables for multiple regression. They may be called endo-models in that they are connected to an automorphisms and stemming from endogenous process.

In conclusion, inertia and projection computation, data reconstitution and auto modelling, and coding result from the same theorem: any symmetric matrix can define an orthonormal basis of eigenvectors. ADE software incorporates interpretation aids for the three types of operation all belonging to the eigenvalue analysis (linear methods). Among the ordination methods, linear methods are the only ones that can be mathematically described. Consequently, they are not depending on the software support.

## 4 - Statistical modules

## 4.1-Mathematical basis of the computation

We will not go further into mathematical modelling, but some remarks may help the user in understanding the calculations made with ADE. The duality diagram ${ }^{32}$ was introduced in ecology by Escoufier (1987) ${ }^{33}$ to adapt mathematical abstractions to concrete situations. As stated by Ramsay (1982) ${ }^{34}$ the duality diagram "can be considered a fundamental algebraic advance over matrix analysis, and it is to be hoped that it will become a standard part of statistical language". This approach was one way to synthesise the first work made in ecology by Noy-Meir (1973) ${ }^{35}$, the practical approach of Laurec (1979) ${ }^{36}$ and the theoretical introduction of Laurec et al. (1979) ${ }^{37}$. Furthermore, the duality diagram is receiving increasing use e.g., in ecology by Pialot $(1985)^{38}$, in chimiometry by Sanlaville-Boisson (1989) ${ }^{39}$, in evolutionary biology by Yoccoz (1988) ${ }^{40}$.


Figure 14 Numerical scores associated to a neighbour graph. Twenty-five points form a chessboard (5 rows and 5 columns). Two points are next if they follow each other on the same line or the same column (tower principle). $M$ is the associated matrix ( 25 rows and 25 columns, using $m(i, j)=1$, if $i$ is next to $j$ and $m(i, j)=0$, if not). Dn is the diagonal matrix ( 25 rows and 25 columns) that contains the uniform weights. Dn* is the diagonal matrix that contains the sum of weights between two neighbour points. $D n^{*}$ MDn is the matrix of a Dn-symmetric projection operator which generates a Dn-orthonormal basis of eigenvectors. The coordinates of each eigenvector are represented by a square map (the 25th is constant) thus forming a finite list of reference figures as stated by orthogonal polynomes or Fourier series ${ }^{41}$.

The concrete element, we say a statistical triplet, is made by the data table and two weight matrices (Fig. 15). From a raw data table noted $\mathbf{Z}$ having $n$ rows and $p$ columns, let $\left(\mathbf{X}, \mathbf{D}_{p}, \mathbf{D}_{n}\right)$ be a statistical triplet composed of a table $\mathbf{X}$ having $n$ rows and $p$ columns, and two non negative norms $\mathbf{D}_{p}$ and $\mathbf{D}_{n}$. A linear application is thus defined from the dual space of $\mathrm{R}^{p}$ toward $\mathrm{R}^{n}$ using the canonical basis and the two norms $\mathbf{D}_{p}$ and $\mathbf{D}_{n}$. The positive numbers contained in $\mathbf{D}_{n}$ form the diagonal of a square matrix with $n$ rows and $n$ columns. The positive numbers contained in $\mathbf{D}_{p}$ form the diagonal of a square matrix with $p$ rows and $p$ columns.


Figure 15 Central procedure of calculations in linear multivariate data analysis. The notations are consistent with the duality diagram. The option that the column number is larger than the row number $(n<p)$ or vice versa ( $n>p$ ) has no effect on the results (squares and circles stand for the row or column weight; $D_{n}$ : row weight matrix; $D_{p}$ : column weights matrix; $X$ : transformed data table; $X^{t}: X$ transposed table; Ip and In are the identity matrices).

The following matrix endomorphisms (Escoufier's operators) are, respectively, symmetrical with respect to $\mathbf{D}_{p}$ and $\mathbf{D}_{n}$.

$$
\mathbf{x}^{\mathrm{t}} \mathbf{D}_{n} \mathbf{X} \mathbf{D}_{p}(\mathrm{t} \text { for transposed }) \text { and } \mathbf{X D}_{p} \mathbf{x}^{\mathrm{t}} \mathbf{D}_{n}
$$

The associated orthonormal basis of eigenvectors defines the principal axes and the principal components. The quadratic forms defined, respectively, by:

$$
Q(\mathbf{u})=\|\left.\mathbf{X} \mathbf{D}_{p} \mathbf{u}\right|_{\mathbf{D}_{n}} ^{2} \text { with }|\mathbf{u}|_{\mathbf{D}_{p}}^{2}=1 \text { and } S(\mathbf{v})=\left\|\mathbf{X}^{\mathrm{t}} \mathbf{D}_{n} v\right\|_{\mathbf{D}_{p}}^{2} \text { with } \|\left.\mathbf{v}\right|_{\mathbf{D}_{n}} ^{2}=1
$$

are maximised under the constraint of orthogonality. Various graphical applications result from the above theorem among which the factorial map is well known as the
projection of the multidimensional space onto the optimal plane. Inertia calculations enable a control of the data deviation from the projection.

The central procedure of calculation is the so-called diagonalization (Fig. 15).

$$
\mathbf{D}_{p}^{\frac{1}{2}} \mathbf{X}^{\mathrm{t}} \mathbf{D}_{n} \mathbf{X D}_{p}^{\frac{1}{2}} \text { or } \mathbf{D}_{n}^{\frac{1}{2}} \mathbf{X} \mathbf{D}_{p} \mathbf{X}^{\mathrm{t}} \mathbf{D}_{n}^{\frac{1}{2}}
$$

The smaller dimension of the above matrices is really diagonalized. This results in an orthonormal basis to obtain the axes and the components of the eigenvectors from the multidimensional space of the $n$ points of $\mathrm{R}^{p}$ and the $p$ points of $\mathrm{R}^{n}$. As a result, the factorial coordinates in one multidimensional space are proportional to the components of the eigenvectors in the other multidimensional space.

Further interpretation of multivariate analyses is usually based on such coordinates. For each axis, the coordinates are normalised by the square root of the corresponding eigenvalue. In other terms, the variance of the factorial coordinates of one axis is equal to the eigenvalue. The matrix that contains the coordinates of the n rows is deduced from the matrix that contains the coordinates of the p columns through the diagonalization procedure, using the transition formula:

$$
\mathbf{R}=\mathbf{X} \mathbf{D}_{p} \mathbf{C} \Lambda^{-\frac{1}{2}} \text { and } \mathbf{C}=\mathbf{X}^{\mathrm{t}} \mathbf{D}_{n} \mathbf{R} \Lambda^{-\frac{1}{2}}
$$

where $\mathbf{R}$ and $\mathbf{C}$ are the matrices of coordinates (rows and columns), and $\Lambda$ is the matrix of eigenvalues.

Furthermore, the initial table $\mathbf{X}$ may be presented as singular values as:

$$
\mathbf{X}=\mathbf{R} \Lambda^{-\frac{1}{2}} \Lambda^{\frac{1}{2}} \Lambda^{-\frac{1}{2}} \mathbf{C}^{\mathrm{t}}
$$

Using this equation, the replacement of each point of table $\mathbf{X}$ by its projection onto subspaces generated by the k first eigenvectors results in data reconstitution (for an example in hydrobiology see Carrel et al., 198642).

## 4.2 - Statistical triplet: Various alternatives

### 4.2.1 - Definition and analysis of a statistical triplet with ADE

Various procedures are available via ADE programs. These procedures, which all deal with the so-called statistical triplet, are incorporated in the option menu (Fig. 16). Every ADE program uses a binary file as input (e.g., Tab is a table with $n$ rows and $p$ columns). After processing by any multivariate technique, a " $\mathbf{x x}$ " character string designates the type of analysis (e.g., cp, cn, fc in Table 1) .

|  |  | $\begin{array}{\|l\|} \hline \checkmark \text { Run } \\ \text { Size } \end{array}$ |  |
| :---: | :---: | :---: | :---: |
|  |  | Info |  |
|  |  | Correlation matris PCA Covariance matris PCA After row \% transformation PCA Non centred PCA |  |
|  |  |  |  |
| FCA | HTA |  |  |
| COB | MCA | - |  |
|  |  | Decentring H [i,j] - Model[j] |  |
|  |  | Decentring $\mathbf{H}[i, j]$ - Modelifi,j] |  |
|  |  |  |  |
|  |  | Partial normed PCA |  |

Figure 16 Popmenu button of the ADE•Base selection card (left) for making basic analysis and example of option of the PCA module (right).

These modules generates at least eight files as follows:
1- TAB.xxpa (parameters) ASCII file
2- TAB.xxma (margins)
3- TAB.xxta (table)
4- TAB.xxpl (row weights)
5- TAB.xxpc (column weights)
6- TAB.xxli (row scores)
7- TAB.xxco (column scores)
8- TAB.xxvp (eigenvalues)
ASCII file
ASCII file
binary file
binary file
binary file
binary file
binary file
binary file
TAB.xxpa contains the number of rows ( 10 in the example below) and the number of columns (14) of the initial raw table, the number of axes stored (2) and the total inertia of the initial table (107.7) as follows:

```
10
14
2
+107.7
```

Table 1 Basic ADE modules for one-table analysis.

| Modules | options | Title of the analysis |
| :---: | :---: | :---: |
| PCA | Correlation matrix | cn (normalised PCA) |
| PCA | Covariance matrix | cp (column centred PCA) |
| PCA | After row \% transformation | row\%. cp (PCA on percentage tables) |
| PCA | Non centred | nc ( $n$ on centred PCA) |
| PCA | Decentring $\mathrm{x}(\mathrm{i}, \mathrm{j})-\operatorname{model}(\mathrm{j})$ | rl (decentred PCA using a reference point) |
| PCA | Decentring $\mathrm{x}(\mathrm{i}, \mathrm{j})-\operatorname{model}(\mathrm{i}, \mathrm{j})$ | nc (non centred PCA on the difference) |
| PCA | Partial normed | nm (within row group PCA alternative calculation) |
| PCA | Within group normalised | nb (within row group PCA) |
| COA | Correspondence analysis | fc ( COA ) |
| COA | Row weighted | fc (modified COA) |
| COA | Internal | ww (within column and row group COA) |
| COA | Decentred | $\mathbf{f r}$ (decentred COA) |
| MCA | Multiple correspondence analysis | cm (COA of k categorical variables) |
| MCA | Fuzzy correspondence analysis | $\mathbf{f l}$ (alternative MCA of $k$ fuzzy coded variables) |
| HTA | No centring | nc (non centred PCA) |
| HTA | Overall centring | cu (overall centred PCA) |
| HTA | Column centring | cp (column centred PCA) |
| HTA | Row centring | cl (row centred PCA) |
| HTA | Double centring additive | cc (double centred PCA) |
| HTA | Double centring multiplicative | dm (double centred PCA) |

TAB.xxma contains various information according to the analysed table (e.g., the number of rows and the number of columns, mean, variance or number of categories for one variable). This content is described in the program listing:

[^0]TAB.xxta is the transformed table having the same dimensions as the input data table (raw data). For example, running the PCA program with the Covariance matrix option creates a centred by columns table.

| 1 | 1.73 | 1.68 | -0.02 | 0.35 | 0.66 | -1.00 | 0.01 | -1.00 | -1.00 | -1.00 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 1.73 | 2.39 | 1.94 | 1.13 | -1.00 | -1.00 | -1.00 | -1.00 | -1.00 | -1.00 |

$14 \mid-1.00-1.00-1.00-1.00-1.00 \quad 0.35-0.14 \quad 1.25 \quad 1.571 .82$
TAB.xxpl is a vector containing the row weights. For example, using the COA program, and the Correspondence analysis option, such a vector will contain the row totals, whereas using the PCA program such a vector contains uniform weights ( $1 / \mathrm{n}$ for each row).

TAB.xxpe is a vector containing the column weights.
TAB.xxli is a table with n rows and f columns (number of axes stored) containing the row scores (or eigenvectors normalised by eigenvalues).

TAB.xxco is a table with p rows and f columns containing the column scores (or eigenvectors normalised by eigenvalues).

TAB.xxyp is a table with $p$ rows and two columns. Column 1 contains the eigenvalues, i.e., the projected inertia and column two contains the rate between each eigenvalue and the total inertia, i.e., the percentage of trace by each eigenvalue.

### 4.2.2 - Alternatives for simple ordination

### 4.2.2.1-Basic options

Basic alternatives for simple linear ordination method available with ADE are as follows:
(1) Classical centred principal components analysis (PCA, title cp) and normalized PCA (PCA, title $\mathbf{~ n}$ ) use uniform row weights ( $1 / \mathrm{n}$ for each rows) or an auxiliary file that contains positive numbers, and unitary column weights ( 1 for each column). According to the option, the standardised table is either centred (TAB.cpta) or normalised (TAB.cnta) by column. The normalised PCA diagonalizes the correlation matrix whereas the centred PCA diagonalizes the covariance matrix. Consequently the dialog window of each option differs only by the presence of the box Save the correlation matrix:

(2) Non centred principal components analysis or general PCA of Lebart et al. $(1982)^{43}$ is processed directly on the raw data table (TAB) using uniform row or column weights ( $1 / \mathrm{n}$ or $1 / \mathrm{p}$ ), unitary row or column weight (1), or auxiliary files. Such an option allows to prepare any form of linear multivariate analysis. To compute a non centred PCA select the Non centred option of the PCA module. A window shows up as follows:


One can also process a non centred PCA with the No centring option of the HTA module.
(3) Classical correspondence analysis ( $\mathbf{C O A}$, title $\mathbf{f c}$ ) uses row weights equal to row totals and column weights equal to column totals. The standardised table is equal to:

$$
\mathbf{D}_{I}^{-1} \mathbf{P D}_{J}^{-1}-\mathbf{1}_{I J}(\text { Escoufier, 1982 })^{44}
$$

This means that TAB.fcta contains the quantity:

$$
\mathrm{x}_{i j}=\mathrm{p}_{i j} / \mathrm{p}_{i . \mathrm{p} . j}-1
$$

The dialog window is as follows:


The Data file must be a table that contains zero values and positive numbers without columns containing only 0 values.
(4) Multiple correspondence analysis (MCA, title $\mathbf{~ c m}$ ) uses uniform row weights ( $1 / \mathrm{n}$ for each row) or an auxiliary file that contains positive numbers. Column weights are equal to the ratio between category weights ( Dm ) and the number (v) of variables $\left((1 / \mathrm{v}) \mathrm{D}_{\mathrm{m}}\right)$. The standardised table (TAB.mcta, $n$ rows and $m$ modalities) is a complete centred disjunctive array equal to:

$$
\mathbf{X D}_{m}^{-1}-\mathbf{1}_{n m} \text { (Tenenhaus and Young, op. cit.). }
$$

The dialog window for doing a MCA is as follows:


The file having a ".cat" extension should be computed before doing the multiple correspondence analysis. Therefore, use the Read Categ File option of the CategVar module as follows:


This option enables the reading of binary files that contain categorical (qualitative) variables and must be used on these files prior to other computations.

### 4.2.2.2 - Some alternatives

The above options are more or less usual in several data analysis software. Many other alternative centring are available in ADE.
(1) Row centred principal components analysis uses uniform row weights ( $1 / \mathrm{n}$ for each row) or an auxiliary file that contains positive numbers.


It also uses uniform column weights ( $1 / \mathrm{p}$ for each column) or an auxiliary file. The standardised table is a row centred table. Select the Row centring option of the HTA module to get the above dialog window.

Such R-mode analysis is useful for homogeneous table (e.g., growth curves for only one variable, individuals as columns and sampling dates as rows).
(2) Decentred principal components analysis uses uniform row weights ( $1 / \mathrm{n}$ for each rows) or an auxiliary file that contains positive numbers and uniform column weights ( $1 / \mathrm{p}$ for each column).

The standardised table contains the residuals from a reference point. (values in table are equal to $x(i, j)-m(j))$. The reference data must be typed in a single column table. Select the Decentring $\mathbf{X}(\mathbf{i}, \mathbf{j})-\operatorname{Model}(\mathbf{j})$ option of the PCA module to get the following dialog window:

(3) Double centred principal components analysis uses uniform row weights ( $1 / \mathrm{n}$ for each rows) or an auxiliary file that contains positive numbers and uniform column
weights ( $1 / \mathrm{p}$ for each column). The standardised table is double-centred, i.e. it contains the residuals to the model: mean by row+mean by column-overall mean (Okamoto, $1972{ }^{45}$ ). Select the Double centring additive option of the HTA module to display the following dialog window:


This option is useful for exploring homogeneous tables in which each cell contains a measurement of the same variable.
(4) Principal components analysis on percentage table uses uniform row weights ( $1 / \mathrm{n}$ for each rows) or an auxiliary file that contains positive numbers and uniform column weights ( $1 / \mathrm{p}$ for each column). The standardized table is a percentage table, i.e. each cell is divided by the corresponding row total and then centred by columns. Select the After row \% transformation option of the PCA module to get the following dialog window:


Note that the input file should have no blank rows.
(5) Fuzzy correspondence analysis uses ${ }^{46}$ ) uniform row weights ( $1 / \mathrm{n}$ for each rows) or an auxiliary file that contains positive numbers. Column weights are equal to the ratio between category weights $\left(\mathrm{D}_{\mathrm{m}}\right)$ and the number (v) of variables $\left((1 / v) \mathrm{D}_{\mathrm{m}}\right)$. The standardized table is a profile table resulting from the Read Fuzzy File option of the FuzzyVar module:


The analysis is processed by the option Fuzzy correspondence analysis of the MCA module as follows:


Figure 17 The various practices to interpret the results of linear multivariate analyses in using factorial scores. In Euclidean diagrams a character string (Label option) is plotted at the intersection of the first and second axis and F2 scores ( $R$ : row scores, $C$ : column scores). In correlation circles, variables are represented by vectors (lines from the origin to a character string identifying the variables) and the circle materialises the variations from -1 to 1 of the correlation coefficients between the environmental variables and the factorial axes. In map making, the factorial scores are plotted onto a geographic map; circles identify the negative values, and squares stand for the positive values. Both row scores and column scores may be used together either to order the initial matrix (seriation coding) or for data modelling (combination of eigenvalues and row and column scores) (modified from Dolédec \& Chessel, op. cit.).

(6) Modified correspondence analysis uses uniform row weights ( $1 / \mathrm{n}$ for each row) or an auxiliary file that contains positive numbers. Column weights use the mean column profile. The raw data table has $n$ rows and $p$ columns and contains positive numbers or zero values. The value $\mathrm{Z}(\mathrm{i}, \mathrm{j})$ is the value for ith row and the j th column. The value $\mathrm{Z}(\mathrm{i},+)$ is the row total of the ith row. We compute $\mathrm{B}(\mathrm{i}, \mathrm{j})=\mathrm{Z}(\mathrm{i}, \mathrm{j}) / \mathrm{Z}(\mathrm{i},+)$ and the resulting table $B$ contains the row profiles. If $Z(i,+)=0$ then $B(i, j)=0$. Let $p(i)$ be the weight imposed to the ith row (equal to $1 / \mathrm{n}$ in the implicit option). We compute the mean profile weighted by $\mathrm{p}(\mathrm{i})$ as follows:

$$
\mathrm{q}(\mathrm{j})=\sum_{\mathrm{i}=1}^{n} \mathrm{p}(\mathrm{i}) \mathrm{B}(\mathrm{i}, \mathrm{j})
$$

As a result the modified correspondence analysis (COA) is the COA of the table that contains the $B(i, j) p(i)$ values and that incorporates $p(i)$ as row totals and $q(j)$ as column totals. Select the Row weighted option of the COA module to show up the following dialog window:


## 4.3 - Interpreting data analysis

The DDUtil module contains various utilities associated with the use of factorial scores or coordinates as follows:

| Options |
| :--- |
| ДDiagonalization |
| Fdd normed scores |
| Rows: Inertia analysis |
| Columns: inertia analysis |
| Data modelling |
| Residuals |
| Supplementary columns |
| Supplementary rows |
| Column projections |
| Row projections |

Among the possibilities one can:
(1) make inertia analysis (Rows: Inertia analysis, Columns: Inertia analysis options),
(2) superimpose the projections of points and vectors of the canonical basis in one or the other spaces (Add normed scores option). This corresponds to the biplot of Gabriel $(1971)^{47}$ renamed covariance biplot by Ter Braak (1983) ${ }^{48}$,
(3) reconstitute the data via Data Modelling and Residuals options,
(4) process the projection of supplementary individuals (Supplementary rows),
(5) process the projection of supplementary columns (Supplementary columns),
(6) use the double discriminant analysis model for COA by the DualScalCOA: Cell scoring option of the COA module (Lebart et al. (1984) ${ }^{49}$; Thioulouse \& Chessel ( ${ }^{50}$ ).

Graphic modules also are available for diagrams (Fig. 17) to:
(1) draw factorial maps using the Scatters module (Label option),
(2) use space (Maps after Digit) for plotting scores via Scatters (Values option),
(3) use time for plotting scores (Curves),
(4) use specific graphics (e.g., ScatterClass), etc.

Details about all the options and various alternatives for analysing data are given in the following.
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